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Abstract .

Symmetcic Huffman codes characterized by the feature that
first bit of a code is O or 1 having the probability of about
"0.5 and the rest bits have symmetry were analyzed. We have
analyzed the performance of symmeiric Huffman codes based
on the average code length AL, maximum code length ML,
codeword vatiance. Finally, we will discuss the method to
utthzc the merits of the proposed symmetde Huffman codipe

: scheme in realization of decoder in hardware.

”

1. IN’I‘RODUCTION

The Huffman coding is optimal binary coding scheme.
Conseruently, a wvariety of modified Huffmen codes have
been developed and applied to digital signal processing such
as image and speech signal processings. This paper proposes
another coding scheme based on the Huiﬁman coding and
symnetry.

Wehavenamedthenewdmgnmgruethodassymmemc
Huffman cading which is characterized by the feature that
first bit of a code is 0 or 1 having the pobability of about
0.5 and the rest bits have symmetry.

The paper’s crganized as follows, In section I, we review
Huffinan coding. In sectfon I, we discuss mroposed
symmettic Huffman coding. In sectHon IV, we anmalyze the
effect of maximum code length In séction V., we show
experimental results of image data. Finally in section VI, the
. conclusions are stated.

1. HUFFMAN CODING

"Huffman coding is a varisble-length code. The advantage
of a code in. which the message symbols are of variable
length is that sometimes the code Is mare efficient in the
sense that to represent the same information we can use
fewer hits on average. M the probabilities of the frequencies
of occurrence of ‘the individual symbols. are sufficlently

different, the variable-length encoding can be significantly

more efficient than bloeck encoding [1].

From now we will discuss about the characteristics a.nd
theoremns of Huffman code.

For
condition code ) the following Theoremn 1 tmust be satisfied.

any instantanecus code { in other word, prefix -

j"heorem 1 (Kroft inequality): A necessary and
sufficient condition fof the existence of an instantanecus code |
S of o0 symbols 5 (=1, . . ., n) with encoded words of
length €<= <, is : :

Byest

¥

b

whete r is the radix (mumber of symbol} of the aiphabet of
the encoded symmbols.

Definition 1! We define average code length ALland

maximum code length ML as, )

ALEEIP’J[ (2)

M =rmax (1)
H

@

" where P: is the probability of the ith symbol, I is the length

of the ith symbol, we can say that average code length AL
is effidency of the code. words. )

Theorem 20 let S be a discrete source consisting -of
letters ay, @, . , G with probabilities of Fi& P& P2 2
P, let C=fes, co o3 -, & be a code for the source §
and lol,lel,lesl.. , JGl the lengths of its codewards, As is
well known, for any discrete source § with entropy A, there
exists a prefix code with average codeword lemgth AL
bounded by -

AL < H+ 1] 4

The code with the minimum average codeword length can .
be comstructed using the Huffman procedure [11E2].

' Theorem 3 The entropy supplies a lower bound on the
average code length AL for any instntanecus decodable
system

H =< AL (5)
Lemma It The Huffman encoding process is not unique,
but m any cases the average Jength of the encoding of -
messages will be the same, |

Definition 20 'We define the variznce of codes Var,

Var= E‘ZIP.{ I—AL)? &
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Theorem 4: The more variable the J, the more barm (or
good) the errors in the estimates of the P could cause in
the average of the svmbol length

proof @ see pp, 74-77 in [1).

As stated in Lemma 1 there ecan be varieties of Huffman
encodings. From Theorem 4 it is desirshble to select the one
with the smaller variance.

L. SYMMETRIC HUFFMAN CODING

The proposed symmetric Huffman coding procedure is like
as following.

step 1. Amrange smmce symbols § = ( 5, -, Sa )
according to the probabdity magnitude of
Prepzpe 2P,

.

. step 2. Construct Huffman code with the odd
symbols.

step 3. For odd symbols the Huffman code is
‘constructed by adding § to the head of the
constructed half Huffman code, and 1 for
even symbals.

step™4. If the total number of source symbols is odd, one
Huffran codeword can be shoriened by one™” .
bit {see example 2.

As proposed symmetric Huffman code is also uniquely
decodable and instantaneous code, it satisfies the inequalities
of (4} and {5}. °

Definition 37 The external path length of & tree is the
st of the lengths of all paths from the mot to a leaf | it
will e denoted by epl

Lavel & Level £
Level k+1
Level d—1 Level ad—1
Level d

Modilcd 2-mee with
i leaves 30 external

The given -z
with § izaves.

Fig. 1. Derreasing external path length

Lermmma 2@ Among 2-trees with ! leaves, the epl is
minimized only if all the leaves are on at most two adjacent
levels.
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proof © Suppose we have a 2-ttee with depth d that has a
Jeaf X at level k, where k<d-2. We will exhibit a 2-tree !
with the same nmumber of leaves and lower epl. Choose a .
node Y at level .d-1 that is not a leaf, remove its childrem,
and attach two children to X (See Fig. L for an illustration.} -
The total number of leaves has not changed. The epl has
been decreased by 2d+k, because the paths to the children of
¥ and the path to X are no longer counted, and increased by
QA+1l+d-1 = Zk+d+]l, the sum of the lengths of the paths to
Y and the new children of X There is a net decrease in the
epl of 2d+k—~{Zk+d+1) = d-k-1 >4, sincerlr -2, . 1 :

- . (’ ! ' .

Lemma 37 I source number is large and source
wrobabilities are nearly equal & each other, the maximng
eode length of symmetric Hulfman code is shorter or at least
equal to that of Buffinan code. ’

progt - We can easily see from Lemma 2.

Lemuna 40 If sowee pumber is large and  source
probabilities are nearly equal o each other, the variance of
symmeic Huffman code is smatler than that of Huffman
code. - ) o . .
‘pregf ! From Lemma 2 ‘the fact that epi= :):,z‘lf,- is

decreased also means that glf,-z is alsn decreased. -

Var=7Y. [P; (I—AL))

v =5 P U B P

im

A =

éP?;:l(I;—Pglfaz (P P

- P'g(.!‘-’ —2P{‘-§"11,-+P(.§1132)

= P UR(H —2P(E 103+ nP2CE 07

2P (SRS NP ] P = 1/
=P (B UH-RE

=PIEUD- L0

=0 8
This can be verified easily from the Couchy-Schwarz

inequality that is like as following if by = by = =~ = bn = 1.

' fﬂl=+¢32=“-‘"‘ﬂ-:)(blz‘fb::""*‘b-z} = (a‘_b[+a3€1~3+-"-l—a.&.}z )]

The Cauchy-Schwarz inequality means that the effect of
the varation of left side term is greater than or equal to
that of right side one. ’

Both Z":L(ffz) and %(E”ll.-}z are decreased if the coding
scheme is changed from Huffman procedwre to symunetric
Huffman procedure, but as 2.'1( ;%) is decreased much mare

. .
than %( _}:'.11.-)2 does, so in general the codsword variance of

symmetric Hoffman code is smaller than that of Hulfman
code if source mumber is large and source probebiliies are
nearly equai to each other. W

The Jower codeword varance means it is robust o noise

as seen in Theorem 4.
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Ler_::l_.r_na 5. Even if there are many vases of symmetric
Hulfman codes constructed from the half symbols - from
Lernma 1 the average code length is equal in any case -,
the final symmetric Huffman codes alsa have the same
average code lengify .

oof If AL" is the average code length of half Huffrman
codzs and AL is the final average code length of symmetric
Huffman code, ’ )

AL"’E:IP.-:’;_ (where i is odd number} 2Dl
.t ) N .
CAL= .EL(P‘—'—P""L}( !;'“1"_1) {11}

C = ;>_51PA 1)+ :;:.”‘]P;+1(:i+1+1), (= b

+ 2 P+ Elpn-if,'ﬂ"' ‘EI Piny

=l

If
ovs
o

I

" L] .
§1P‘!j+ I.glP.'th-; +1

ALT+AL+1
" {where § is odd murber).

Thus, if AL’ is equal in every cases, the final average
code length AL iz also egual, as the other haif Huffman
average code length AL’ is also equal from Lemma 1. 1

From Lemma 5 we can consider only the half Buffman
codes in constructing symmetric Huffman code. So we can
say that how good a half Huffmen code is a ultimate goal ig,
Symmetric Huffman code. )

Coding complexity is alsc a big issue for signal
compression. The symmewic Huffman coding procedu.re
satisflas the foliowing Property 1.

.Properry I: Symmetrfc Huffman coding procedurg is
simple and faster than Huffman coding procedure as we can
censider only the half sources.

Here we show Two suuple cases for the symmetric
Huffman procedure,

{ example 1} Simple even source number case.

If the source probabilities are 0.3, 0.2, 015, 015, 01, &1,
thern we can design  symmetric Huffman gode as shown in
Fig 2. ’

03 o0p S 00
10 S: 110
015 ©1ff ' Sz : 0L0
110 Sq 1110
01 01t Ss 01
-11 Ss 111

{a) (b}

Fig 2. The symmetric Huffman procedure and final
code of example 1.
{a) Huffman code constnucted by half sources.
(bY The final code.

{ example 2 ) Simple odd souoce number case.

If the source probebilities are 0.3, 0.15, 015, 015 0.1, 0.1,
005, then we can desipn symmetric Huffman code as
shown In Fig 3. As the source number isn't a even ane we
can shorten a tag bit comesponding to the virtual code.

03 08 S 00
10 © 8 t10
015 0 S 1010
110 5S¢ 1110
0.1 0 110 S 10110
110 -—->111 Ss :1ll
0os O T Sy : Q111
1 1il (virtual code)
{a) {b)

Fig 3. The symmetric Huffrnan ;n'ocaiure and final
cexle of example 2.
{z) S5 can be shorten by 1 bit considering the
* virtoal code. .
(b} The final code { see Ssilr.

Ha

" 1v. THE EFFECT OF ML

The encoder of VLC (Vadable Length Code) is easy to
consmuct in hardware. The source symbol can be matched
by look-up table of codewords. But the decoder is oot so
easy.

There iz two poséibie ways to design a decoder of VLG,
One is a seral processing method and the other is a
parallel processing method. In a serial processing method
each Bt is put by tree searching method in code-ree and
final symbol can be found, in practical by adjusting the
address of ROM In which logic gate and tres sthctoe are
located, However this serial processing rmethod is hard to
implement in real ume processing for the requiements of
high clock rate.

o overcome this problem, the parallel processing method
is presented which can be operated in low clock-rate [6]. In
parallel processing method every possible bit~pattern is saved
and the input bit-stream can be matched tw the

corresponding symbol. This methed is good for real-time
deccding system. But as the maximum code length increases,
the requiring memory is increased exponentially as memory
cost function of definidon 4 So shorter maximrm code
length is desirable. )

Definition 4° We define memory cost fmcton as
following
M =2 (12
where ML s the maximum code lengih,

From these view points we can find the woposed
symmetric Huffman code iz appropriate for establishing serial
and parailel decoding hardware from Lermma 3.

Also using the Property that proposed symmetric Huffrnan
codewords  have the symmety - fust bit of a code is 0 ar
1 having the probabiicy of about 05, and the rest ones have
symmetrical form between odd codes and even cnes — we
can reduce Themory Teguirements more in parallel processing
decoder. For example we can design a paraliel reocessing
decoder memory like Fig 4 then the huxal symbal is Lke (13
and we can see Property 2, ie.,

souree symbd = maaiched codeword excent first Wit + first Br (13

I- 378



Property 2@ The merory cost function of symmetric
Huffman oode can be expressed like as following.
M = 24 BT
where ML is the maxunum oode length of s,vmn:emc
Huffman code.

codeword | |
except .| symbol
first bit
Cy S
Cs Sz
Cs S5
Cy S

Fig 4. Simple example of parallel processing decoder

memory using the symmetry of symmetric +
Huffran code.

V. EXPERIMENTAL RESULTS

We have tested proposed symmetric Hl..nfﬁnan procedure at
image data (image size :@ 512x512, 256 graylevels). We
s&lectedtheprocedm‘eusedhyLuand%enforgmemtmg

the Huffman code wluc.h produces increasing code length
according to_source symbol S = { Sy -+, Sa )} where
probability magnitude is Pr2PePyx -2 P, (9], kS

Table 1 shows the results. It shows that AL of symmetric
Huffman procedure is slightly lower thar that of Huffman
procedura, but the efficiency is neariy 99 %. ML of
syrunetric Huffman procedure is alemys smalier than that of
Huifman procedure, which tells us very Important merts as
discussed in section IV. Finally the ¥or is higher or lower
than that of Huffman code depending. on the statistics of the

source, In general the histograms of Baboom, Boat, Tiffany

spread out somewhat uniform, it the ones of Lena, Splash,
Pepperarecmwdedwafewstdes,andt}usfactsemsto
be reiated to Var

For Pepper image in & parallel decoder we can reduce
memory size to be 15625% from the fact that nommal
Huffman coding : M = 2° vs. symmetric Huffroan coding :
M = 2" This is a very interesting results L

Table 1. Test Results.

BI3 x 512 | AL Teinceny [ _Var ThaL
Boat g‘%gz‘% c0.192448 312333%2 G
Titany IS I e S5l g | 1
RO i T TR
Splash 1S 1 oot 879875 S T 14
Ipeswer 5 2 onsaron 08 22
where N ! Nermal Huffman coding procedure.

S ! Symumetric Huffman coding procechoe.

efficiency  : % AL of symroetric Huffman
codes compared with that of
normal Huffman codes.
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v1L. CONCLUSIONS

‘We have analyzed the performance of symmenic BHuffman
codes based on the average code length AL, maximum code
length ML, codeword varance. The proposed symmetric
Huffman codes are characterized by the features that first bit
ofacodals()orlhawngthemobahdxtyofaboutﬁﬁand

" the rest bits have symnmetry.

Aswehavemen,pmposed symHufﬁmnmh'

shortens the maxinmm code length.  §

Finally we have discussed the method to utfilize the merits
of the proposed symmetric Hiffman coding scherme in
realization of decoder in hardware.

The proposed scheme can be extended to radix r (r23) by
adjusungstepz.selecungrthsoumeandstepfi adding
01.2,..r

Ifmesoumermnherulargeandﬂmmmthg
difference of source probabilities, the uposed symmettic
Huffmman ecding procedure will be wseful as shown o
Lemmas 3, 4 and section V., Experimental results and the 4L
of symmeiric Huffrnan codes are nearly equal to that of
normal Huffman code as the source munber increases, But
we think it is necessary that deeper analysis nmist “be
performed. For exampie, the upper bound and lower bound
cumparedtuHufﬁ'uanwdeandtheeffectofoddsmm

_numbeltmust be deeply stodied.
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